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Working memory expedites the processing
of visual signals within the extrastriate cortex

Majid Roshanaei,1 Zahra Bahmani,2,* Kelsey Clark,3 Mohammad Reza Daliri,1,* and Behrad Noudoost3,4,*
SUMMARY

Working memory is the ability to maintain information in the absence of sensory input. In this study, we
investigated how working memory benefits processing in visual areas. Using a measure of phase consis-
tency to detect the arrival time of visual signals to the middle temporal (MT) area, we assessed the
impact of working memory on the speed of sensory processing. We recorded from MT neurons in
two monkeys during a spatial working memory task with visual probes. When the memorized location
closely matches the receptive field center of the recording site, visual input arrives sooner, but if the
memorized location does not match the receptive field center then the arrival of visual information is
delayed. Thus, working memory expedites the arrival of visual input in MT. These results reveal that
even in the absence of firing rate changes, working memory can still benefit the processing of informa-
tion within sensory areas.

INTRODUCTION

Working memory is the capacity to maintain information in order to guide our actions,1 and is correlated with overall cognitive ability.2,3 At a

behavioral level, working memory alters discrimination thresholds,4 and produces attention-like reaction time benefits in responses to visual

stimuli matching the content of workingmemory.5 Some studies have shown that workingmemory can interfere with or distort the perception

of new stimuli, especially when they share features or dimensions with the memorized information.6 Other studies have shown that individual

variability in workingmemory is related to the regulation of emotional stimuli, depending on their valence and relevance.7 Moreover, working

memory can also be affected by stimulus processing, as incoming stimuli can create bias or noise in the representation of the memorized

information.8 These behavioral effects of working memory in stimulus processing reflect the shared neural mechanisms underlying the main-

tenance and manipulation of information in the brain.

There are multiple ongoing debates regarding the exact nature and location of workingmemory maintenance. One dispute is the relative

contributions of higher-order prefrontal and parietal vs. sensory areas. Persistent spiking activity reflecting the content of working memory

was long assumed to be a hallmark of an area’s involvement in working memory maintenance9; arguing against the involvement of sensory

areas, neurons in visual areas generally haveweak or nomodulation duringworkingmemorymaintenance.10–16 For instance, neurons in earlier

visual areas, like the V4 and middle temporal (MT) cortex, exhibit little change in their firing rate during the delay period of working memory

tasks,13,14 and a workingmemory-dependent change in spiking activity emerges later in the visual hierarchy.12 However, multiple fMRI studies

have shown that the content of working memory can be decoded from various sensory areas.17–21 Behavioral experiments examining the ef-

fect of masks and stimulus position also suggest a contribution of visual areas to memory performance,22,23 and prefrontal activity comparing

remembered items to the current sample depends upon the degree of overlap in earlier cortical areas.24 Indeed, some studies have reported

modulation of V1 firing rates by workingmemory,16,25 andmultiple cognitive factors alter MT responses throughout all phases of the memory

task.26 More recently, the necessity of persistent activity in individual neurons reflecting the content of working memory throughout the delay

has been called into question, with proposals for activity-silentmechanisms based on synaptic plasticity,27–29 or dynamic activity patterns shift-

ing across individual neurons throughout the delay within prefrontal areas.30,31 These are active topics of research,32–38 and multiple reviews

attempt to synthesize and reconcile these findings.39–44 Our own research shows that in area MT, working memory increases the power of

alpha-beta oscillations without changing average firing rates,45 indicating the existence of a subthreshold top-down input that may alter sub-

sequent visual processing.

Rather than focus on this question of the neural correlates of memory maintenance, we instead look for changes in the neuronal response

to incoming visual signals during workingmemory. These changes presumably underlie the enhancement of visual stimuli at the location held

in spatial working memory.4,5 Our own previous work45–47 has identified some changes in visual responses during working memory, using

the same dataset analyzed in this study. Recording from the MT cortex, we found no changes in baseline firing rates during memory
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Figure 1. Working memory task and evoked response potential power spectrum

(A) Schematic of the memory guided saccades (MGS) task with visual probes. The animal fixates at the center of the screen for 1 s, during which four visual probes

appear sequentially (200ms duration,�1 d.v.a; 73 7 grid of possible probe locations shown). A visual cue stimulus appears for 1 s in one of four possible locations

(shown in Figure 1B); the monkey maintains fixation while remembering this location for 1 s, during which another four visual probes are presented. When the

fixation point (FP) disappears, the monkey saccades to the remembered cue location to receive a reward.

(B) Four possible locations of the visual cue (colored dots) relative to the estimated receptive field (dashed line). Scale bars in upper left show degrees of visual

angle (dva).

(C) Evoked response potential power change (relative to pre-stimulus baseline) over time and frequencies for an example recording channel.

(D) Evoked response potential power change (relative to pre-stimulus baseline) over time and frequencies averaged across 288 recorded channels.

ll
OPEN ACCESS

iScience
Article
maintenance,45 but changes in visually evoked firing rates and shifts in receptive fields resulted in increased spatial discriminability for stimuli

near the remembered location.46 Similar enhanced visual responses for stimuli matching the content of object working memory have been

observed with fMRI.48 Interneuronal correlations inMT visual responses were alsomodulated by the content of workingmemory.47 Local field

potential (LFP) power was altered at the remembered location, as were times of visually evoked spikes relative to those LFP oscillations.45

Here, we extend our analysis of the impact of working memory on visual processing to examine when visual information first arrives in MT.

Does working memory also drive changes in the timing of visual signals? By analyzing spiking activity and LFPs from sites within the

MT cortex during a spatial workingmemory task, we investigated the impact of workingmemory on the speed with which visual input reaches

MT. Wemeasured the receptive fields in theMT cortex and varied the locus of workingmemory relative to each receptive field, and assessed

the time of arrival of the stimulus-induced synaptic inputs toMT.We used inter-trial coherence (ITC), which quantifies the phase locking of the

LFP across trials, to sensitively capture both phase-locked LFP amplitude changes and phase resets.49 Our investigation revealed that if the

memorized location closely matches both the stimulus location and the neurons’ receptive field center, visual input arrives in MT sooner; on

the other hand, if the memorized location is far from the stimulus location or the receptive field center, then the arrival of visual information is

delayed. These results reveal that working memory can improve the speed with which visual signals arrive in sensory areas, supporting the

idea that working memory recruits sensory areas.50

RESULTS

In order to study the impact of workingmemory on the speed of visual processing, we recorded spiking and LFP activity from theMT cortex of

two monkeys using 16-channel linear array electrodes (205 multi-units, 137 isolated single units, and 288 LFP channels over 18 recording ses-

sions). The animal performed a spatial working memory task with task-irrelevant visual probes (Figure 1A). The monkey was presented with a

visual cue and had to remember the cued location throughout a delay period, and then make a saccadic eye movement to the memorized

location to receive a reward. 200-ms visual probes were presented near the neuron’s receptive field during the fixation and delay periods.

Each neuron’s receptive field was assessed based on its firing rate in response to a 73 7matrix of probes presented during the fixation period

of the task (see STAR Methods). The memorized location could be in various positions relative to the neuron’s receptive field (Figure 1B). For
2 iScience 27, 110489, August 16, 2024
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each neuron, ‘‘memory In’’ refers to the condition where the memory location was within the receptive field of that neuron (the red dot in

Figure 1B). Note that there were three potential memory locations in or near the estimatedMT receptive field (black dashed line in Figure 1B;

purple, red, and black dots), with the ‘‘memory In’’ condition assigned after recordings to the condition with its target closest to the receptive

field center (see STARMethods). The condition in which thememory locationwas in the opposite visual hemifield from thememory In location

is called the ‘‘memory Out’’ condition (the blue dot in Figure 1B). The condition with the memory location farthest from the receptive field

while still being in the same hemifield is called the ‘‘memory Flank’’ condition (the purple dot in Figure 1B). To determine how holding a loca-

tion in working memory alters visual processing, we assessed the spiking and LFP activities in response to visual probes and studied how the

deployment of working memory alters these visually evoked activities. The evoked response potential is measured as the average of LFPs

across trials. As the first step, we assessed the power spectrum of the evoked response potentials over time (Figures 1C and 1D). This method

revealed evoked LFP activity in response to both the visual cue and the visual probes (Figures 1C and 1D). Figure 1C shows the percentage

of evoked response potential power change relative to the baseline period (150 ms following initial fixation) for an example recording

channel. This power spectrum revealed a consistent gamma (>30 Hz) component following the visual cue, as well as an alpha-beta

(5–25 Hz) component in response to probes during the fixation and delay periods. Figure 1D displays the percentage of evoked response

potential power change relative to baseline, averaged across all 288 recorded channels. Both alpha-beta (5–30 Hz) and gamma (30–70 Hz)

frequency components were modulated in response to the presentation of probes and the visual cue (%power change alpha-beta =

298.90 G 8.74, p < 10�48; %power change gamma = 481.00 G 24.20, p < 10�48, n = 288 LFP channels).

To measure the impact of working memory on the time when visual input reaches MT, we first measured the latency of the neurons’

response to their optimal probes based on their average firing rates or their probe-evoked LFPs. The optimal probes are defined as probes

with an evoked firing rate response of more than 60 percent of the maximum response of the neuron to all probes. The results for an example

recording channel are shown in Figure 2. Figure 2A shows the example neuron’s receptive field profile. The neuron’s firing rate in response to

the presentation of its optimal probe is shown in Figure 2B, when the probe is presented during fixation or the delay period of the memory In

andOut conditions. For this sample neuron, the time at which the neuron’s firing rate exceeds the baseline was not different across conditions

(50 ms for all three conditions). Across the population, we did not find a significant difference in the time at which the firing rate of MT neurons

signaled the presence of the probe in their receptive field betweenmemory and Fixation conditions (Figures S1A and S1B; the time that firing

rate differs from its baseline: memory In = 44.02G 1.37 ms, Fixation = 45.62G 1.36 ms, p = 0.105, n = 75 neurons). Figure 2C illustrates the

evoked response potential from the same recording channel as in Figures 2A and 2B in response to the same visual probe. Similar to the

average spiking activity, the time at which the evoked response potential response to the probe began to change was not different between

the Fixation andmemory In and Out conditions, either for this example neuron (the time that evoked response potential differs from its base-

line: Fixation = 54 ms, memory In = 53 ms, memory Out = 53 ms), or for the population (memory In = 58.54 G 2.94 ms, Fixation = 55.37 G

2.02 ms, p = 0.779, n = 75 neurons; Figure S2A). Therefore, assessing the time of visual signal arrival based on spiking activity or raw LFP fluc-

tuations did not reveal any impact of working memory on the processing of sensory signals.

ITC of the LFP is a proxy for estimating the timing of the signal-induced synaptic inputs (see STARMethods), which may be more sensitive

than raw LFP or spiking measurements. Phase-locked LFP amplitude variations and phase resets are sensitively captured by ITC, which mea-

sures the LFP’s phase locking across trials. Since we observed that the evoked response potential after probe onset is dominated by an alpha-

beta band component (Figure 1D), we measured the ITC in the 5–25 Hz range. We adjusted the ITC for each condition by subtracting the

average of ITC values within the 30ms prior to probe onset (see STARMethods for details).We set a threshold equal to the randomly sampled

ITC for each neuron. Estimated input time (EIT) is measured as the time at which the adjusted ITC significantly exceeded the threshold (see

STARMethods). Figure 2D shows the ITC for the Fixation andmemory conditions for the same recording channel characterized in Figures 2A–

2C. For this sample channel, the Fixation, memory In, and memory Out conditions had slightly different EITs: the EIT was shorter during the

memory In condition compared to the memory Out or Fixation conditions (EITIn = 44 ms, EITOut = 51 ms, EITFixation = 55 ms). Figure 2E shows

the average adjusted ITC and the average threshold during the memory In and Fixation conditions for the population of 75 channels with

neurons whose receptive field centers were close to thememorized location. Across the population, EITs were faster for memory In compared

to Fixation (Figure 2F; EITIn = 36.31G 1.71ms, EITFixation = 41.45G 1.98ms, p= 0.003, n= 75 channels), but there was no significant difference

betweenmemory Out and Fixation (EITOut = 39.77G 1.72ms, p = 0.160, n = 75 channels). These findings were also true in a larger population

of LFP sites (n = 131 channels selected based on receptive fields defined by multi-unit activity; Figure S3). EITs were shorter for memory In

compared to Fixation (EITIn = 36.67 G 1.22 ms, EITFixation = 39.58 G 1.24 ms, p = 0.001, n = 131 channels), and there was no significant dif-

ference between memory Out and Fixation (EITOut = 38.36 G 1.35 ms, p = 0.146, n = 131 channels). Comparing the ability of the ITC, firing

rate, and ERP-based methods for estimating input time to differentiate between artificial shifts in the latency of the data, the sensitivity of ITC

and firing rate-based methods appeared comparable (Figure S4), suggesting that this may be a decrease in the latency of input arrival in MT

without a change in the latency of spiking. Thus, remembering a location speeds up the arrival of incoming visual input at MT sites with a

receptive field center closely matching the memorized location.

The impact of memory on input arrival time was quite different for sites with neurons whose receptive field centers were farther from the

memorized location (Figure 3). For the population of recorded neurons, we called the condition when the memory cue appeared at the flank

of the neuron’s receptive field the ‘‘Flank condition’’ (see STAR Methods). Figure 3A shows the receptive field of a sample neuron and the

location of the memorized target at its flank. The neuron’s EIT, calculated based on ITC, is shown in Figure 3B: EIT was later for the Flank

condition compared to memory Out or Fixation (EITFlank = 53 ms, EITOut = 46 ms, EITFixation = 46 ms). Figure 3C shows the mean ITC in

the Flank and Fixation conditions for all recorded channels (n = 137 channels). Figure 3D compares the EIT for memory Flank and Out vs.
iScience 27, 110489, August 16, 2024 3
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Figure 2. EIT based on firing rate, evoked response potential, and ITC

(A) The receptive field of a sample MT neuron and the relative position of the visual cue for the memory In and Out conditions (black and blue dots).

(B) Firing rate of the sample neuron in response to optimal probes over time, during Fixation (black), memory In (red), and memory Out (blue). The cyan line

represents the baseline firing rate (grand average response across time and trials). In B-E, shading shows standard error.

(C) Evoked response potential was calculated from the LFP at the same site as the sample neuron, in response to visual probe onset for the same conditions.

Vertical cyan line shows time when evoked response potential differs from baseline.

(D) Adjusted ITC over time for the same LFP site, during Fixation (black), memory In (red), andmemory Out (blue). The cyan line shows the randomly sampled ITC,

and the dots on each ITC trace indicate when the ITC for that condition significantly exceeded that value (the EIT; see STAR Methods).

(E) Adjusted ITC measure for the population of MT sites with neurons whose receptive field centers were close to the visual cue location (n = 75), for memory In

(red) and Fixation (black).

(F) The scatterplot of EIT for memory In (red) and Out (blue) vs. Fixation across all recorded channels. The histogram in the upper right shows the distribution of

memory In and Fixation differences across channels. p-values compare fixation to memory input times.
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Fixation across these 137 channels. EITs for memory Flank were significantly longer than for Fixation (EITFlank = 41.51G 1.25 ms, EITFixation =

39.24G 1.24ms,p< 10�3, n= 137 channels). EIT formemoryOut was also slightly longer than for Fixation (EITOut = 39.72G 1.26ms,p= 0.020,

n = 137 channels; see also Figure S5). Thus, whereas remembering a location speeds up the arrival of visual input when the memorized loca-

tion matches the receptive field of neurons, it delays the arrival of visual information when the locus of memory is farther from the neuron’s

receptive field. In contrast to the ITC method, calculations of input time based on the firing rate generally failed to find any significant differ-

ences for either the In or Flank conditions (Figure S1). We also calculated EIT based on when the ITC reached 50% of its maximum value and

found the same results (Figure S6). Phase variance drops after probe onset (see STAR Methods), and the basic findings were also replicated

when calculating EIT based on when the phase variance across trials reached 50% of its minimum (Figure S7).
4 iScience 27, 110489, August 16, 2024
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Figure 3. Working memory increases EIT for sites with receptive fields further from the memorized location

(A) The receptive field of an example neuron with a receptive field center farther from the memorized location (black dot).

(B) Adjusted ITC over time for the LFP from the same site as the example neuron in (A), for Fixation (black), memory Flank (purple), and memory Out (blue)

conditions. Dots show when each trace became significantly different than the randomly sampled ITC (cyan line; p < 0.05).

(C) The population mean ITC in the Flank (purple) and Fixation (black) conditions across all recorded channels (n = 137; shading shows SE).

(D) The scatterplot of EIT formemory Flank (purple) andOut (blue) vs. Fixation across all recorded channels. Histogram in the upper right shows the distribution of

memory Flank and Fixation differences. p-values compare fixation and memory input times.
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Having observed differences in the effect of memory on input time for sites with receptive fields classified as either close to or far from the

memorized location, we next sought to more fully characterize the impact of distance between the receptive field center and the memorized

location on input time. We estimated the input time as a function of the visual probe’s distance from both the receptive field center and the

memorized location (pooling responses for 4 neighboring probe locations as illustrated in Figure 4A). The difference in EIT between themem-

ory and Fixation conditions, as a function of probe distance from the receptive field center and memorized location, is shown for the popu-

lation of 342 LFP sites (with receptive fields defined by single- or multi-unit recordings) in Figure 4B (sample size across the various location

combinations of Figure 4B is shown in Figure S8). When the probe appeared close to both the receptive field center and thememorized loca-

tion, EIT decreased in the memory condition; when the probe was far from either the receptive field center or the memorized location, EIT

increased compared to Fixation.We fit a polynomial to predictmemory EIT given Fixation EIT anddistance from the receptive field center and

memorized location (see STARMethods). Figure 4C shows input times predictedby a polynomialmodel that was fitted to the data in Figure 4B

(coefficients inMethods; R-squared = about 0.33). Overall, the results show a synergistic interaction between the proximity of the probe to the

receptive field center and thememorized location, with the greatest improvement in input speed occurring for visual stimuli presented at the

receptive field center while the same location is held in working memory.

DISCUSSION

We found that the ITCmethod provided a more sensitive measure of input arrival time than average firing rates or LFPs. Moreover, our study

revealed the effect of workingmemory on howquickly visual input arrives inMT. It also showed the dependence of this workingmemory effect

on the relative distance of the working memory locus and neuronal receptive field: if the memorized location closely matches the receptive

field center of the recording site, visual input arrives in MT sooner, but if the memorized location does not match the receptive field, then the

arrival of visual information is delayed.We also showed that if visual stimuli are located far from either the receptive field center or the memo-

rized location, then the arrival of visual input in MT is delayed; if visual stimuli are close to both the receptive field center and the memorized

location, visual information arrives sooner. Thus, we find that working memory expedites the arrival of sensory information in MT at sites rep-

resenting the memorized location.
iScience 27, 110489, August 16, 2024 5
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Figure 4. Spatial profile of changes in EIT

(A) Schematic showing how four neighboring probes are pooled when calculating the distance from the memorized location (ML; orange dot) and the receptive

field center (green dot). Scale bars in upper left indicate dva.

(B) Difference between EIT for memory vs. Fixation, as a function of the probe distance from the site’s receptive field (RF) center (x axis) and the memorized

location (y axis), across the population of 342 recording sites. Receptive field centers were measured based on single- or multi-unit activity recorded at the site.

(C) Input time from a fitted polynomial model (R-squared = 0.33; coefficients in Methods).
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One remaining question is the mechanism by which this workingmemory-driven earlier arrival of visual input occurs. One possibility is that

the areas providing input to MT might themselves have faster latencies at the memory location. Similarly, delayed input to other locations

might reflect delays in earlier areas or disadvantageous changes in spike timing; it is also possible that this apparent delay results from a shift

in frequency or aperiodic processing without actually delaying input time. Further experiments examining visual responses earlier in the visual

hierarchy during working memory will be needed to ascertain the origin of the change in the time of input arrival.

We have been hypothesizing that the changes in MT responses are related to enhanced perception of visual stimuli matching the content

of workingmemory, as has been reported behaviorally.4,5 However, it is possible that someof the changes in visual responses serve a different

purpose: multiplexing information to prevent interference between visual and remembered stimuli. Such segregation of multiple remem-

bered items by oscillatory phase was recently reported by Abdalaziz et al., who showed that different working memory items are associated

with different phases of EEG oscillations.51 This strategy, which is a form of time-divisionmultiplexing, could prevent representational conflict

between working memory items by allocating them to non-overlapping time slots. This concept is similar to one proposed for the sensory

representation of multiple objects, in which the sensory cortex can use time-divisionmultiplexing to representmultiple stimuli.52,53 Extending

this idea to our own results, a similar phase-basedmechanism could be used to prevent interference between one workingmemory item and

a presented visual stimulus. In this framework, the consistency of the visually evoked phase in the current study could be interpreted as a tem-

poral ‘‘window of opportunity’’ for visual processing, distinct from phases dedicated to working memory maintenance.

Another question is how these latency changes are related to the behavioral benefits of working memory in responding to certain stimuli.

We cannot exclude the possibility that the changes in input arrival times are ultimately reflected in spiking latencies, at least for some subset of

MT neurons (although we failed to find such a change in spiking latency across the MT population), eventually contributing to faster reaction

times. Another possibility is that this earlier arrival of input, with no change in the timing of the first visually driven spikes in MT, results in an

increase in processing time, and this increased processing time is beneficial for theMT spiking representation. This increased processing time

might contribute to increased gain or discriminability of MT spiking responses at the memory location which have been reported in this data-

set,46 by allowing a longer window for integrating information. In the current dataset, we are not able to address whether there is an influence

of visual stimuli appearing during working memory maintenance on that maintenance. Although the memory-guided saccade task has often

been used to study spatial workingmemory,54,55 we cannot exclude the possibility that the observed change in input time is related to motor

preparation.56

There is a large degree of overlap between the neurophysiological signatures of spatial attention and spatial working memory in visual

areas57; our finding of faster arrival of visual input toMT at the location held in workingmemory adds another example to the list of similarities.

Some of the neural signatures of attention in visual cortex are increased firing rates, enhanced tuning properties, reduced variability, shifts in

receptive fields, and changes in inter-neuronal correlations (reviewed byNoudoost et al.58). Similarly, in the same dataset as the current study,

working memory has been reported to shift receptive fields,46 increases visual responses,45,46 decrease variability,46 and alter inter-neuronal

correlations.47 Changes in oscillatory power and coherence have also been reported during both working memory12,59–62 and attention,63–69

particularly in the alpha/beta and gamma frequency bands. Several theories have been proposed to offer explanations for the functional rele-

vance of these oscillatory changes for attention70–72 and working memory.50,73,74 Covert spatial attention has also been reported to decrease

latencies of neuronal responses in both V475 andMT,76 as well as in V1 for overt shifts of attention,77 with the findings reported here providing

another point of similarity. These shared signatures imply that workingmemory and attention are closely related neural processes that rely on

tightly linked coding and control mechanisms in the brain.

Limitations of the study

Wehypothesized that workingmemory would influence processing across the visual hierarchy, includingMT, as demonstrated in our findings.

Future research will be needed to determine how changes in upstream areas contribute to the observed change of input arrival time in MT,

how the timing or information content of MT output is affected by this change in arrival time, and how these changes impact visual processing

in areas further up the visual hierarchy.
6 iScience 27, 110489, August 16, 2024
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Data and code availability
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table.
� All original code has been deposited at GitHub and is publicly available as of the date of publication. DOI is listed in the key resources

table.
� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

General and surgical procedures

The data were collected at Montana State University and were used in previous publications.45,46 Two adult male rhesus monkeys (Macaca

mulatta) were used in this study. All experimental procedures were in accordancewith theNational Institutes of Health Guide for the Care and

Use of Laboratory Animals and the Society for Neuroscience Guidelines and Policies. The protocols for all experimental, surgical, and behav-

ioral procedures were approved by the Montana State University Institutional Animal Care and Use Committee. All surgical procedures were

carried out under Isoflurane anesthesia and strict aseptic conditions. Prior to undergoing behavioral training, each animal was implanted with

a stainless steel headpost (Gray Matter Research, Bozeman MT), attached to the skull using orthopedic titanium screws and dental acrylic.

Following behavioral training, custom-made PEEK recording chambers (interior 22 3 22 mm) were mounted on the skull and affixed with

dental acrylic. Within the chambers two 223 22mm craniotomies were performed above the prefrontal and extrastriate visual areas (prefron-

tal chambers were centered at 42 mm A/P, 23 mmM/L and 28 mm A/P, 23 mmM/L; extrastriate craniotomies were centered at �6 mm A/P,

23 mm M/L and �13 mm A/P, 23 mm M/L).

Behavioral monitoring

Animals were seated in a custom-made primate chair, with their head restrained and a tube to deliver juice rewards placed in their mouth. Eye

position was monitored with an infrared optical eye tracking system (EyeLink 1000 Plus Eye Tracker, SR Research Ltd, Ottawa CA), with a res-

olution of <0.01
�
RMS; eye position was monitored and stored at 2 kHz. The EyeLink PM-910 Illuminator Module and EyeLink 1000 Plus Cam-

era (SR Research Ltd, Ottawa CA) weremounted above themonkey’s head, and captured eyemovements via an angled infraredmirror. Juice

was delivered via a syringe pump and the Syringe PumpPro software (NE-450 1L- X2, New Era Pump Systems, Inc., Farmingdale NY). Stimulus

presentation and juice delivery were controlled using custom software, written in MATLAB using the MonkeyLogic toolbox (Asaad et al.,

2013). Visual stimuli were presented on an LED-lit monitor (Asus VG248QE: 24in, resolution 1920 3 1080, 144 Hz refresh rate), positioned

28.5 cm in front of the animal’s eyes. A photodiode (OSRAM Opto Semiconductors, Sunnyvale CA) was used to record the actual time of

stimulus appearance on the monitor, with a continuous signal sampled and stored at 32 kHz.
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Behavioral tasks

Eye calibration

The fixation point, a �1 dva white circle, appeared in the center of the screen, and the monkey maintained its fixation within aG1.5 dva win-

dow for 1.5 s. For eye calibration, the fixation point could appear either centrally or offset by 10 dva in the vertical or horizontal axis. The mon-

key was rewarded for maintaining fixation.

Preliminary receptive field mapping

Preliminary receptive field mapping was conducted by having the monkey fixate within aG1.5 dva window around the central fixation point,

while�2.53 4 dva white bars swept in 8 directions (4 orientations) across the approximate location of the neuron’s receptive field. Responses

from the recording site weremonitored audibly and visually by the experimenter, and the approximate boundaries of the receptive field were

noted for the positioning of stimuli in subsequent behavioral tasks.

Memory guided saccade task with visual probes

Monkeys fixated within aG1.5 dva window around the central fixation point. After 1 s of fixation, a 1.35 dva square target was presented and

remained onscreen for 1 s. The animal then remembered the target location while maintaining fixation for 1 s (memory period) before the

central fixation point was removed. The animal then had 500 ms to move his eyes to a G4 dva window around the previous target location,

and remain fixating there for 200 ms to receive a reward. A series of brief (200 ms) visual probes (�1 dva white circles) appeared in a 73 7 dva

grid of locations (1–2.5 dva spacing), both before target presentation (fixation receptive fieldmapping) and during thememory period (mem-

ory period receptive fieldmapping). Four probes were presented in succession on each trial, with an inter-probe interval of 200 ms. This 73 7

grid of probes was positioned to overlap with the receptive field of the recorded neuron based on the preliminary receptive field mapping

described above. The location of the remembered target could vary with respect to the receptive field of recorded neurons (see Figure 1B).

Neurophysiological recording

Neurophysiological data were recorded from two adult male rhesus monkeys (Macaca mulatta) across 18 sessions (7 sessions frommonkey 1

and 11 sessions from monkey 2). This dataset was previously used in Bahmani et al., 2018.

The electrode was mounted on the recording chamber and positioned within the craniotomy area using a Narishige two-axis platform

allowing continuous adjustment of the electrode position. For array electrode recordings a 28-gauge guide tube was lowered as described,

and the 16-channel linear array electrode (V-probe, Plexon, Inc., Dallas, TX; distance between electrode contacts was 150mm) was advanced

into the brain using the hydraulic microdrive. The array electrode was connected to a headstage pre-amplifier (Neuralynx, Inc., BozemanMT).

Neuralynx Digital Lynx SX and associated software were used for data acquisition. Spike waveforms and continuous data were digitized and

stored at 32 kHz for offline spike sorting and data analysis. Spike waveforms were sorted manually, and the quality of isolations for simulta-

neously recorded neurons confirmed using a support vector machine classifier (see Bahmani et al. 2018 for analysis). Area MT was identified

based on stereotaxic location, position relative to nearby sulci, patterns of gray and white matter, and response properties of units encoun-

tered. The location of brain areas within the recording chamber was verified via single-electrode exploration prior to beginning data collec-

tion with the electrode arrays.

METHOD DETAILS

Data analysis

288 LFP channels were recorded across 18 recording sessions. 205 channels hadmulti-unit receptive fields, and of these 137 channels also had

well-isolated single unit receptive fields. 83 channels were excluded from further analysis due to a lack of strong visual signals.

All analyses were carried out using MATLAB. All population statistics are reported as meanG SEM (standard error of mean). Statistics are

all Wilcoxon signed rank, unless otherwise mentioned.

ITC method

The LFP signal was resampled at 1000 Hz and normalized by subtracting themeanwaveform and dividing the result by the standard deviation

over trials. ITC calculations use a matrix of LFP data, where each row represents a trial and each column represents a time point. We only used

the LFP in response to the probes appearing in optimal locations, defined as the probe locations evoking a firing rate response of more than

60 percent of the maximum response of the neuron to all probes in the fixation period (responses 30–150ms after probe onset). To use ITC to

estimate the time of synaptic inputs, a frequency must be selected for the analysis. As shown in Figures 1C and 1D, the LFP event-related

potential had power in the Alpha-Beta band (5–30 Hz), therefore, the center frequency for further calculations was set to 15 Hz (spanning

5 Hz–25 Hz based on wavelet parameters). For ITC calculations, the normalized LFP was convolved with a complex Morlet wavelet, as here:

wðt; f0Þ = A :exp

�
� Ct2

2s2
t

�
:exp ð2pif0tÞ;

whereA = ðst
ffiffiffi
p

p Þ� 1=2 is a normalization factor, t is the time, f0 is center frequency of thewavelet,C = 3 is the number of wavelet cycles, and st

is the standard deviation of theGaussian taper.We usedwavelets with st = 1=pf0, truncated atG 3 st , and the length of wavelet support was
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fixed at�250ms–250ms (in other words, wavelets that are broad in the frequency domain and short in the time domain, in order to get better

time resolution). The results of Figures 2E and 2F are replicated in Figure S9 using a shorter wavelet support, from �100 ms to 100 ms. Since

the wavelet convolution was symmetric, no phase delays were brought about. Signal amplitude and phase were delivered for each time and

frequency via the wavelet transform. When phases are represented as unit-length complex vectors, the ITC is defined as the vector average

across trials. ITC has a range of zero to one, with zero denoting random phases (no coherence) and one denoting phases that are identical

across all trials (full coherence). A randomly sampled ITC for comparison was obtained by randomly sampling ITCs at different times; the sam-

pling procedure was repeated 1000 times, and the average of these values was defined as the randomly sampled ITC. The first time point for

which the actual ITC values significantly increased from the randomly sampled ITC was used to define the EIT.

EIT calculations

EIT was calculated separately for different conditions: during fixation, memory In, memory Out, and memory Flank conditions. There were

three potential memory locations in or near the estimatedMT receptive field (black, red and purple dot in Figure 1B). receptive fieldmapping

was performed based on spiking responses to probes during the fixation period (30–150 ms after probe onset), with memory conditions as-

signed during data analysis based on these receptive field maps. The ‘‘memory In’’ condition was when the memory cue appeared closest to

the receptive field center (<3 dva), and the neuron was highly responsive to stimuli (>60% of the maximum response of the neuron to all

probes). The condition with the cue furthest from the receptive field center was defined as the ‘‘Flank condition’’. The memory Out cue

was in the opposite hemifield from the receptive field. Fixation period values were calculated separately for the In, Out, and Flank conditions.

The ITC technique is sensitive to the number of trials, so a bootstrap approach was employed to equalize the number of trials used in the

ITC calculation for each condition. In this approach, a number of trials equal to the minimum available across conditions were randomly

selected from each condition and used to calculate the ITC. This process was repeated 80 times, and the final result was calculated by aver-

aging across all repetitions.

Baseline adjustment: We calculated the baseline ITC for each probe and memory condition. To calculate the adjusted ITC, we subtracted

the average ITC in the 30 ms prior to probe onset from the subsequent ITC values. The pre-stimulus ITC is not essentially zero. This is due to

the fact that the task has a specific sequence of events which induces some level of similarity in the ERP of various trials at each time within a

condition. The baseline subtraction is meant to subtract this global coherence in order to enable us to identify the impact of probe presen-

tation in various conditions. Probes evoked a significant increase in firing rate from 36 ms to 130 ms after probe onset for the memory In con-

dition, and from 37 ms to 136 ms for the Fixation condition (Figure S10).

Phase variance

As an alternative method to measure input time based on changes in phase consistency after a stimulus, we looked at the variance of phase

across trials over time relative to the stimulus. The LFP signal was first processed as described above for the ITCmethod, and then the variance

of phase across trials was taken at each timepoint. High variance corresponds to phases being uniformly distributed across trials, and low

variance corresponds to phases being more consistent across trials. Phase variance drops after stimulus onset (Figure S7A). We then calcu-

lated the EIT based on when the phase variance across trials reached 50% of its minimum (Figures S7B and S7C).

Fitted model

In order to predict memory input time, given fixation input time, distance from the receptive field center, and distance from the memorized

location, we fit a polynomial of order 2 (using the fitMATLAB function) to the fixation andmemory EITs, with EIT calculated for each set of four

neighboring probe locations. Equation 1 describes this fitted model of order two as:

mt � ft = � 2:88+ 0:81rf + 0:18ml � 0:019rf 2 � 0:017rf 3ml (Equation 1)

Wheremt is memory input time, ft is fixation input time, rf is probe set distance from the center of the fixation receptive field, andml is probe

set distance from the memorized location. rf andml are fixed in the range of [0 to 15] and [0 to 30], respectively. R-squared of this model was

0.33.

QUANTIFICATION AND STATISTICAL ANALYSIS

Statistical analysis was performed using custom code written in MATLAB (MathWorks). Statistical details including means, p-values, exact

value of n, and what n represents are described in the results; p and n values for plotted data are also shown on the relevant figure panel.

All population statistics are reported as mean G SE (standard error). Nonparametric statistical tests (Wilcoxon signed-rank for paired com-

parisons, Wilcoxon rank sum for unpaired comparisons) are used throughout for calculating p values.
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